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Abstract—A 124 MSamples/s JPEG 2000 codec is implemented
on a 20.1 mm2 die with 0.18 m CMOS technology dissipating
385 mW at 1.8 V and 42 MHz. This chip is capable of processing
1920 1080 HD video at 30 fps. For previous works, the tile-level
pipeline scheduling is used between the discrete wavelet transform
(DWT) and embedded block coding (EBC). For a tile with size
256 256, it costs 175 kB on-chip SRAM for the architectures
using on-chip tile memory or costs 310 MB/s SDRAM bandwidth
for the architectures using off-chip tile memory. In this design, a
level-switched scheduling is developed to eliminate tile memory
and the DWT and the EBC are pipelined at pixel-level. This sched-
uling eliminates 175 kB on-chip SRAM and 310 MB/s off-chip
SDRAM bandwidth. The level-switched DWT (LS-DWT) and
the code-block switched EBC (CS-EBC) are developed to enable
this scheduling. The codec functions are realized on an unified
hardware, and hardware sharing between encoder and decoder
reduces silicon area by 40%.

Index Terms—HD video, image compression, JPEG 2000.

I. INTRODUCTION

JPEG 2000 [15]–[17], [21], which is a new still image coding
standard, is well known for its excellent coding performance

and numerous features [19], such as region of interest (ROI),
scalability, error resilience, etc. All these powerful tools can
be provided by an unified algorithm in a single JPEG 2000
codestream.

Fig. 1 shows the functional block diagram of the JPEG
2000 encoder. Unlike JPEG [22], JPEG 2000 uses discrete
wavelet transform (DWT) as the transformation algorithm and
embedded block coding with optimized truncation (EBCOT)
as the entropy-coding algorithm. EBCOT is a two-tiered al-
gorithm. Tier-1 is the embedded block coding (EBC), which
uses context-adaptive arithmetic coder, and tier-2 is post-
compression rate-distortion optimization, which provides op-
timal image quality at a target bit rate. By use of the above
new coding tools, JPEG 2000 outperforms JPEG by more than
2 dB in general [19]. However, the complexity of JPEG 2000 is
much higher than that of JPEG.
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Several JPEG 2000 codec designs have been reported in the
literature [1], [8], [23], [24]. However, they suffer from either
high operating frequency or large chip area. Amphion’s codec
[8] operates at the frequency higher than 150 MHz to provide
the throughput of 60 MSamples/s (MS/s) and 20 MS/s for the
encoder and decoder, respectively. The design of [1] occupies
144 mm to achieve about 50 MS/s throughput. Sanyo [23], [24]
developed an efficient JPEG 2000 codec architecture, which
compromises between the throughput and the silicon area while
keeping the operating frequency as low as 54 MHz. However,
the SDRAM bandwidth requirement is so high that two buses
are needed, and the operating frequency of each bus is two times
that of the core.

There are three challenges in the design of efficient JPEG
2000 codec for HD video. First, the large data rate between the
DWT and the EBC requires either large on-chip SRAM or high
SDRAM bandwidth. Second, complicated control and irregular
dataflow of the DWT and the EBC cost large area to meet the
high throughput requirement. Third, hardware sharing between
the encoder and the decoder is difficult due to different computa-
tion characteristics and dataflow. All of the above introduce high
operating frequency, huge memory size, and high memory band-
width for the chip implementation of a high throughput JPEG
2000 codec.

For the conventional architectures, tile-level pipeline sched-
uling, i.e., DWT and EBC pipelined at tile-level, is used due to
two critical problems. First, the dataflow patterns of the DWT
and the EBC are quite different; the DWT generates the coeffi-
cients in a subband-interleaving manner while the EBC encodes
or decodes a code-block within one subband at a time. Second,
the DWT is a word-level algorithm while the EBC is a bit-level
one. Therefore, a tile memory is usually used for transferring
coefficients between the DWT and the EBC. Tile-level pipeline
scheduling introduces either high bandwidth for those architec-
tures storing tiles in off-chip memory [23], [24] or high cost for
those architectures storing tiles in on-chip memory.

In this work [5], we proposed a level-switched scheduling
to solve the above two problems. For a tile size 256 256, it
eliminates 175 kB SRAM tile memory for those architectures
using on-chip tile memory and reduces 310 MB/s memory
bandwidth for those architectures using off-chip tile memory.
By use of this scheduling, the coefficients between the DWT
and the EBC are transferred with a pixel-pipelined dataflow due
to the elimination of tile memory. In this dataflow, no buffer
is required between the DWT and the EBC. The coefficients
generated by the DWT are encoded by the EBC immediately
for the encoding flow or the decoded coefficients by the EBC
are inverse-transformed immediately by the DWT for the
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Fig. 1. Functional block diagram of the JPEG 2000 encoder. JPEG 2000 adopts DWT as transform algorithm and EBC as entropy coding algorithm. The RDO
maximize image quality at a target bit rate.

Fig. 2. Data hierarchy in JPEG 2000. An image is decomposed into tiles, sub-bands, code-blocks, bit-planes, and coding passes.

decoding flow. To enable this scheduling, a level-switched
DWT (LS-DWT) and a code-block switched EBC (CS-EBC)
are developed. The LS-DWT and the CS-EBC process multiple
code-blocks in multiple subbands with an interleaving manner
to eliminate the tile memory. The encoding and decoding
functions are implemented on an unified hardware with little
overhead for the control circuits. By use of the above tech-
niques, the codec chip capable of processing 1920 1080 HD
4:2:2 video format at 30 frames per second (fps) is realized on
a 20.1 mm die with 0.18 m CMOS technology dissipating
385 mW at 1.8 V and 42 MHz. Hardware sharing between
encoder and decoder reduces silicon costs by 40%.

The organization of this paper is as follows. Section II gives
some background information about JPEG 2000. Section III de-
scribes the proposed level-switched scheduling and Section IV
shows the developed architectures. Implementation results and
comparisons with the previous works are shown in Section VI.
Finally, Section VII concludes this paper.

II. JPEG 2000 OVERVIEW

In JPEG 2000, an image is decomposed into various abstract
levels for coding, as shown in Fig. 2. The image is partitioned
into tiles, which are independently coded. Each tile is decom-
posed by the DWT into subbands with certain decomposition
levels. For example, seven subbands are generated with two
decomposition levels. Each subband is further partitioned into
code-blocks, and each code-block is independently encoded by
the EBC.

A. Discrete Wavelet Transform

In JPEG 2000, each tile is transformed by an multi-level and
two-dimensional (2-D) DWT. For the forward DWT, an th LL
subband ( ) is decomposed into four subbands— ,

, , and . Fig. 3 shows an example that
an 8 8 tile is decomposed into four subband. Note that the

Fig. 3. A 8� 8 tile is decomposed into four subbands. Each numbered circle
represents the output order of each coefficient in each subband.

denotes the original tile and the numbered circles denote
the output order of each coefficient in each subband. As can be
seen, the output of generated coefficients are interleaved in four
subbands. In each level, a 2-D DWT can be factorized with two
one-dimensional (1-D) DWT. The 2-D DWT is achieved by
using vertical 1-D DWT first then being followed by the hori-
zontal 1-D DWT. The LL band is obtained by low-pass filtering
in both horizontal and vertical directions and the HH band is
obtained by high-pass filtering in both directions. The HL (LH)
band is obtained by high-pass filtering in the horizontal (ver-
tical) direction and low-pass filtering in the vertical (horizontal)
direction. For the inverse-transformed DWT, the procedure is
a reverse of the procedure for the forward DWT, i.e., ,

, , and compose subband.

B. Embedded Block Coding

The Embedded Block Coding (EBC) algorithm contains
context formation and context-adaptive arithmetic coder.
Fig. 4(a) and (b) shows the block diagram of the EBC algo-
rithms for the encoder and decoder, respectively. For the EBC
in the encoder, the context formation generates a pair of context
and decision bit, and the context-adaptive arithmetic encoder
generates embedded bit streams. For the EBC in the decoder,
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Fig. 4. (a) Block diagram of the EBC algorithm for the encoder. The context
formation generates a pair of context and decision bit, and the context-adaptive
arithmetic encoder generate embedded bit streams. (b) Block diagram of the
EBC algorithm for the decoder. The context formation generates context, and
the context-adaptive arithmetic decoder receive it and embedded bit streams to
decode decision bit.

Fig. 5. A spatial scan order, called stripe scan, is used to scan a bit-plane. A
stripe has the size of 4�N . A bit-plane is scanned stripe by stripe and column
by column from left to right in a stripe.

the context formation generates context, and the context-adap-
tive arithmetic decoder receives it and embedded bit streams to
decode decision bit.

As shown in Fig. 2, the basic coding unit for the EBC is a code-
block. The DWT coefficients in a code-block are sign-magnitude
represented, and are encoded or decoded from the Most Signifi-
cant Bit (MSB) bit-plane to the Least Significant Bit (LSB) bit-
plane. Each bit-plane is scanned by three coding passes, Pass
1 (significant propagation pass), Pass 2 (magnitude refinement
pass), and Pass 3 (clean-up pass). For each coding pass, a spe-
cial coding order, called stripe scan, is used to scan a bit-plane.
A stripe has the size of 4 , where is the width of a code-
block. Fig. 5 shows the stripe scan. A bit-plane is scanned stripe
by stripe and column by column from left to right in a stripe.

III. LEVEL-SWITCHED SCHEDULING

There are two critical problems to design an efficient and
high-throughput JPEG 2000 system. The first one is dataflow
mismatch between the EBC and the DWT. The output/input
dataflow of the DWT and input/output scan order of the EBC
are different in the encoder/decoder. The dataflow of DWT co-
efficients interleaves in four subbands while the EBC process
a code-block within a subband. Besides, the scan order of the
EBC is stripe scan, which is different from the scan order of the
DWT, which is column by column and row by row in a subband.

The dataflow mismatch introduces large temporal buffer for the
dataflow conversion between the DWT and EBC in the codec
system . The second problem is throughput mismatch between
the DWT and the EBC. The DWT is a word-level processing al-
gorithm while the EBC is a bit-plane sequential processing al-
gorithm. In the encoder, the DWT coefficients of a code-block
should be buffered since the EBC processes one bit-plane at a
time. Therefore, not only the the EBC is the throughput bot-
tleneck of the entire system but also the multiple memory ac-
cesses for DWT coefficients due to EBC’s sequential property
introduce the waste of power consumption. Due to the two crit-
ical problems, the previous architectures [23], [12], [24] use
tile-level pipeline scheduling, i.e., the EBC processes the current
tile while the DWT processes the next tile in the encoder system
by using tile memory. For the target specification 1920 1080
4:2:2 30 fps and tile size 256 256, it costs 175 kB (

bits) memory requirement for storing 10-bit DWT coef-
ficients of two tiles and 310 MB/s ( )
coefficients transmission between the DWT and the EBC. Note
that the 310 MB/s only contains the amount of data transmitted
between the DWT and the EBC through tile memory. The band-
width requirement for multi-level transformation of the DWT
is not included since it depends on which DWT architecture is
adopted.

In this section, a level-switched scheduling is proposed to
solve above two mismatch problems. By use of this scheduling,
the tile memory can be eliminated at a cost of a little additional
memory buffer for the DWT and the EBC. This scheduling elim-
inates 175 kB SRAM tile memory for those architectures using
on-chip tile memory and reduces 310 MB/s memory bandwidth
for those architectures using off-chip tile memory.

To enable this scheduling, the parallel mode must be turned
on for the EBC (CAUSAL, RESTART, and RESET are enabled
[17]). In this mode, the arithmetic coder is terminated at end
of each coding pass and the samples that come from the next
stripe are considered insignificant. As a result of the two re-
strictions, the image quality of parallel mode is slightly worse
than that of the default mode. The average peak signal-to-noise
ratio (PSNR) loss is about 0.15 dB for 64 64 code-block and
0.35 dB for 32 32 code-block at medium bit-rate [20].

The key concept of the level-switched scheduling is to change
operational coding flow in a tile to minimize the memory re-
quirement between the DWT and the EBC. As we know, the use
of tile memory arises from the dataflow mismatch between the
DWT and the EBC. The memory size between the DWT and the
EBC is proportional to the data lifetime of the DWT coefficients.
If the lifetime for buffering DWT coefficients is shortened, the
memory size is also reduced. Therefore, matching dataflow be-
tween the DWT and the EBC is a key to reduce memory re-
quirement. As described in Section II, the basic coding unit in
a code-block for the EBC is a stripe with size 4 , where

is code-block size. The processing order for the stripes in
a code-block cannot be changed since the order is defined by
the standard, but the DWT can change its scan order. There-
fore, in the proposed scheduling, the scan order of the DWT is
changed to stripe scan to match the scan order of the EBC. Be-
sides, the DWT switches between levels to avoid accumulation
of the DWT coefficients due to multi-level decompositions. To
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Fig. 6. Level-switched scheduling for JPEG 2000 encoder. Each rectangle on
the left side represents a computation state both for the DWT and the EBC, and
the number in it indicates the processing order. Each computation state requires
256 cycles to process either one 64� 4 stripe or two 32� 4 stripes in each
subband.

co-operate with the DWT, the EBC is designed to be capable of
switching between code-blocks.

The detail of the proposed scheduling for the encoding flow is
shown in Fig. 6. Each rectangle in the left side represents a com-
putation state both for the DWT and the EBC, and the number
in it indicates the processing order. The computation state in-
dicated by means that the DWT and the EBC
process the th to th stripes of the code-block with number

in the th tile. Each computation state requires 256 cycles to
process either one 64 4 stripe or two 32 4 stripes in each
subband. The dataflow of the DWT is designed to match the
stripe scan of the EBC, and the EBC is designed to be capable of
processing one coefficient per cycle to match the the word-level
throughput of the DWT. Three EBC are used to process three
DWT coefficients in three subband. Note that the stripes in
( subband) are processed by one of three EBC, while the
other two EBC are idled. The operational sequences for the
stripes in Fig. 6 are described as follows. At level 1 decompo-
sition, the DWT generates coefficients in four subbands (com-
putation state and ). The coefficients in the ,

, and subbands are processed by three EBC imme-
diately while the coefficients in the subband are buffered
for the next level decomposition. The DWT and the EBC switch
to level 2 decomposition to process computation state 8 as soon
as the buffered coefficients are enough for a computation state.
After computation state 8 is finished, the DWT switches back to
Level 1 to continue the unfinished parts. By use of this sched-
uling, the buffer between the DWT and the EBC is eliminated
by processing stripes with an interleaved manner. To enable this
scheduling, the DWT should buffer the unfinished coefficients
for each LL band in each level and the EBC should buffer the
coding states of each unfinished code-block.

Fig. 7. Block diagram of the JPEG 2000 codec system. It contains a main con-
troller, a 3-level DWT module, three embedded block coding (EBC) modules, a
rate-distortion optimization (RDO) controller, and a bit stream controller (BSC).

For the scheduling for the decoding flow, the operational se-
quences for the stripesareopposite to those for the encoding flow.
At thebeginning todecodea tile,oneof threeEBCdecodes theco-
efficients in subband and these coefficients are buffered. The
DWT and the EBC switch to level2 when the numbers ofbuffered
coefficients are enough. At level 2, three EBC decode the coeffi-
cients in the , , and subbands, and the DWT com-
poses thecoefficients in foursubbands togenerate thecoefficients
in . Note that the numbers of buffered coefficients for each
LL band in each level are the same as those in the encoding
scheduling. The additional buffer to enable the encoding sched-
uling can be fully shared for the decoding scheduling.

IV. JPEG 2000 CODEC ARCHITECTURE

Fig. 7 shows the block diagram of the codec. It contains a
main controller, a 3-level DWT module, three embedded block
coding (EBC) modules, a rate-distortion optimization (RDO)
controller, and a bit stream controller (BSC). The RDO con-
troller maximizes image quality at a given target bit rate. Both
the DWT and the EBC are pixel-pipelined such that no tile
memory is required between the DWT and the EBC. Moreover,
both the encoding and the decoding are one-pass, that is, no co-
efficient transmission to or from SDRAM.

To enable the level-switched scheduling, the level-switched
DWT (LS-DWT) and the code-block switched EBC (CS-EBC)
are developed. The detailed architectures are elaborated in the
following sections.

A. Level-Switched DWT Architecture

Fig. 8 shows the architecture of LS-DWT. It contains two
1-D DWT modules, an LL-band buffer, and an inter-level line
buffer. The direction of arrows shows the dataflow of the for-
ward transformation. The LS-DWT is designed to be capable of
processing four coefficients per cycle. For a computation sate
with 256 cycles in the level-switched scheduling, this architec-
ture can decompose a 128 8 or 64 16 block in and gen-
erates 64 4 or 32 8 coefficients, respectively, in each sub-
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Fig. 8. Dataflow of the LS-DWT for forward transformation. It decomposes
a 128� 8 block and generates 64� 4 coefficients in each subband. The coef-
ficients in LH, HL, and HH are encoded by the CS-EBC as soon as they are
generated while the coefficients in HH are stored at the LL-band buffer for the
next level decomposition.

band ( , , , and ). The coefficients
in , , and are encoded by the CS-EBC
as soon as they are generated such that no memory buffer is
required to buffer these coefficients, while the coefficients in

band are stored at the LL-band buffer for the next level
decomposition. The DWT switches to the next level decompo-
sition as soon as the amount of data in the LL-band buffer are
enough for a computation state.

The LS-DWT is based on our previously proposed 2-D DWT
architecture [6]. The DWT architecture in [6] uses a line-buffer
to buffer the partially transformed coefficients [14] to avoid mul-
tiple accesses for the coefficients in the column direction and
uses nonoverlapped stripe scan to eliminate the line-buffer in the
row direction. By using line-based architecture, only one read
for each pixel is required, which is the theoretical lower bound.
Based on the analysis about bit width [2], the internal bit width
used in this architecture is 14 bits and the output DWT coeffi-
cient is reduced to 10 bits. The simulation result shows that the
image quality is about dB, which is not distinguishable
by human eyes.

To enable the level-switched scheduling, the inter-level line
buffer for the column 1-D DWT and LL-band buffer for the row
1-D DWT are used to buffer the partially transformed coeffi-
cients and generated coefficients, respectively, for each level.
For the inter-level line buffer, four lines are required for each
level since 9/7 filter is supported [14]. Therefore, the memory
requirement of the inter-level line buffer is 3 kB (

bits). To reduce the memory requirement for the
LL-band buffer, 8, 16, and 8 lines are used to buffer , ,
and coefficients, respectively. To obtain four basic coding
stripes ( ) in four subbands for level-2 decom-
position, it should buffer 8 lines ( ) for . The 8
lines in are equal to two stripes and each stripe with size
32 4. Two stripes are matched to two basic coding stripes for
the EBC and are matched to a computation state with 256 cycles.
The buffer size for the ( ) is derived from the size

Fig. 9. Word-level EBC codec architecture. It can encode or decode one DWT
coefficient per cycle. The coefficient register bank (CRB) is designed to match
the scanning data flow of the EBC. The parallel context formation (PCF) process
all bit-planes in parallel to generate contexts. The four-symbol arithmetic coder
(FAC) processes all the contexts from a bit plane in one cycle.

used for the ( ). To fill buffered lines for up, it
can be achieved by decomposing the data in buffer by four
times. Theoretically, this buffer size is the minimal. However,
in the actual implementation, additional four lines are used due
to the latency of the LS-DWT. Therefore, the total buffer size is
5.2 kB ( bits).

B. Code-Block Switched EBC Architecture

The EBC is the throughput bottleneck of a high-performance
JPEG 2000 codec. In [12], a word-level EBC encoder is used to
increase the throughput. However, the throughput depends on
the complexity of image source and the target image quality.
In this work, a word-level EBC codec, which guarantees one
coefficient encoding/decoding per cycle, is developed. Fig. 9
shows the block diagram of the EBC codec, which processes a
10-bit DWT coefficient per cycle. The coefficient register bank
(CRB) is designed to match the scanning data flow of the EBC.
The parallel context formation (PCF) process all bit-planes in
parallel to generate contexts. The four-symbol arithmetic coder
(FAC) is proposed to encode/decode all the contexts from a bit
plane in one cycle.

To match the level-switched scheduling of the DWT, 2.5 kB
probability state memory and 0.34 kB inter-code-block line
buffer are required for an EBC module to store the coding states
of the unfinished code-blocks and the last row in the previous
coding stripe for each code-block. The probability state memory
is used to buffers the coding states in the probability state register
bank (PSRB), which is used to store the coding states for the FAC,
when switching to another code-block, and loads the states back
to the PSRB before continuing the unfinished code-block. The
coding states require 399 bits for a FAC in a bit-plane [10] and
total 3990 bits for a code-block with 10-bit magnitude bit-plane.
Although there are seven code-blocks ( to ) should be
processed by the EBC, only five of them are switched to each
other at a time since and are processed after and

. The probability state memory for and is re-used
for and . Therefore, the probability state memory
of EBC requires 19950 bits ( bits kB).
At the same way, the inter-level line buffer requires 0.34 kB
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Fig. 10. Four-symbol arithmetic coder. It can operate at one-symbol,
two-symbol, or four-symbol mode.

( bits) for the three code-block with
size 64 64 and two code-blocks with size 32 32.

The detailed PCF architecture for the encoder and decoder
is described in [11] and [3], respectively. The state memory
required in the bit-plane sequential architectures [18], [13],
[7], [9] are eliminated due to the parallel processing among all
bit-planes.

To ensure that the EBC processes one coefficient per cycle,
the four-symbol arithmetic coder (FAC) is designed to be ca-
pable of processing all the contexts generated from a bit plane
in one cycle. Therefore, the throughput of the pixel-pipelined
codec is guaranteed to be constant. The FAC architecture is
shown in Fig. 10. It contains two general arithmetic coder (
and ) and two uniform coder ( and ). The archi-
tecture of general arithmetic coder is modified from the encoder
architecture proposed in [4] to achieve codec function by recon-
figuring its datapath. The FAC can operate at one-symbol, two-
symbol, or four-symbol mode by the multiplexing control. The

is for magnitude coding and the is for sign coding.
Two uniform coders are designed for a special and nonadaptive
code in run-length coding [17]. The critical path of two uniform
coders is shortened by removing the circuits for the adaptive
functions. Therefore, the critical path of the two unified coders
is the same as that of one general arithmetic coder.

C. Rate-Distortion Optimization

The RDO controller adopts post-compression rate-distortion
optimization scheme, which determines truncation points for
each code-block at the end of coding a tile according to target
bit-rate. In this scheme, the rate and distortion (R-D) for each
coding pass of each code-block are accurately calculated. There-
fore, the optimal image quality of a tile is guaranteed at target
bit-rate.

The RDO controller uses an R-D register bank and an R-D
memory to buffer the rate and distortion information for the cur-
rent code-block and each unfinished code-block, respectively.
The control scheme for the register bank and memory is the
same as that for the PSRB and state memory in CS-EBC. At
each computation state in the level-switched scheduling, the
RDO controller receives the same coefficients scanned by the
CS-EBC and side information such as coding pass from the
CS-EBC to calculate distortion information. At the end of each
computation state, the RDO controller receives the rate infor-
mation of the current code-block from the arithmetic coder and
loads the rate information of the next code-block into the arith-
metic coder for further accumulation. After the finish of the last
computation state for the previous tile, the RDO controller de-
termines the truncation points and passes decisions to the BSC.

Fig. 11. Die micrograph of the JPEG 2000 codec.

TABLE I
SPECIFICATION OF THE DEVELOPED JPEG 2000 CODEC CHIP

V. HARDWARE SHARING TECHNIQUES

To reduce hardware cost, two hardware sharing techniques
are developed to design the codec. First, the level-switched
scheduling for encoder and decoder have inverse-matched
switching characteristics to achieve 100% memory sharing for
the LS-DWT and the CS-EBC. The shared memory, including
the inter-level line buffer, LL-band buffer, inter-code-block line
buffer, and state memory, is 16.7 kB, which occupies 83% of
total memory usage of the codec. Second, the filter core sharing
processing elements with multiplexed coefficients and arith-
metic coder reconfigures its datapath save 489K logic gates. For
the 1-D filter core with lifting scheme architecture, the dataflow
for the forward and backward transformation is the same but the
multiplicators of the multipliers are different. Therefore, a large
portion of the processing elements such as multipliers and adders
can be shared for the forward and backward transformation by
using the multiplexed multiplicators. For the arithmetic coder,
many computations are the same between the arithmetic encoder
and arithmetic decoder. Therefore, reconfigurability can be
achieved with little control overhead. By reconfiguring the data-
path, an arithmetic coder can save 17K gates compared with
separate arithmetic encoder and arithmetic decoder. Because
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TABLE II
LOGIC GATE COUNTS STATISTICS OF THE JPEG 2000 CODEC

Fig. 12. Shmoo plot of the codec chip. The supply voltage could be scaled
down to 1.75 V while maintaining processing performance.

of the total 27 arithmetic coders used for the three CS-EBC,
tremendous logic gate counts can be saved.

VI. EXPERIMENTAL RESULTS

A. Chip Implementation and Features

The single-chip JPEG 2000 codec is implemented on a
20.1-mm die using TSMC 0.18- m CMOS one-poly six-metal
(1P6M) technology and has been received on September 2005.
The die micrograph is shown in Fig. 11 and Table I shows the
features of this chip. It contains 1155K logic gates and 19.9 kB
of SRAM. This prototype only supports tile size 256 256,
code-block size 64 64 and three-level decomposition. For
the smaller tile size and fewer decomposition levels, it can
be easily achieved by modifying control scheme without any
modification for the architectures of LS-DWT and CS-EBC.
However, we did not implement other control schemes in this
chip. The detailed gates count distribution is shown in Table II,
in which gate counts contain logic gates used to realize regis-
ters. The power consumption is 385 mW at 1.8 V and 42 MHz
for lossless encoding and decoding. The processing rate of this
chip is 124 MS/s or, equivalently, 1920 1080 HD video with
4:2:2 format for lossless encoding/decoding.

B. Testing Result

This chip is fully tested by extensive test patterns. The chip
works as expected and can correctly encode or decode images.
The measured timing versus various supply voltage are shown
in Fig. 12. The target working frequency is 42 MHz, which is
equivalent to 23.8 ns. By observing Fig. 12, at 1.8 V supply

Fig. 13. Effectiveness of SDRAM bandwidth and on-chip memory size reduc-
tion. The proposed level-switched scheduling can reduce on-chip SRAM by
89%.

Fig. 14. Effectiveness of cost reduction. It shows the logic gate counts and the
memory requirement to implement an encoder, a decoder, and a codec.

voltage, the chip can work at a frequency higher than 42 MHz
and the supply voltage could be scaled down to 1.7 V while
maintaining target specification.

C. Effectiveness of the Level-Switched Scheduling

Fig. 13 shows the effectiveness of the proposed level-switched
scheduling on the reduction of memory requirements and ex-
ternal memory bandwidth. The parallel EBC means that only
the word-level EBC architecture is used but the level-switched
scheduling is not applied. Therefore, the DWT and the EBC are
pipelined at tile-level by using off-chip tile memory. The 5.7 kB
memory includes the line buffer for one level used in the DWT,
state memory, and line buffer for one code-block used in the EBC
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COMPARISON OF JPEG 2000 SYSTEMS

as well as other usages such as bit-streams buffer and rate-distor-
tion buffer for the RDO. Although the target specification can be
achieved by word-level EBC, the SDRAM bandwidth is so high
due to the DWT coefficients transmission through the external
SDRAM. The SDRAM bandwidth can be reduced to 37% of
the original one by embedding the tile memory. However, the
on-chip memory is too large such that dramatically increases
the silicon cost. By use of the proposed level-switched sched-
uling, the on-chip tile memory is eliminated at the cost of a
little on-chip memory while the bandwidth is kept the same.

D. Effectiveness of Hardware Sharing

Fig. 14 shows the effectiveness of cost reduction by using two
hardware sharing techniques. It shows the logic gate counts and
the memory requirement to implement an encoder, a decoder,
and a codec. With sharing techniques, the logic gate counts of
the DWT in the codec is about 50% larger than those of the
encoder or decoder. The logic gate counts of the three EBC in
the codec is 38% and 11% larger than those of the encoder and
decoder, respectively. The EBC in the decoder has larger logic
gate counts due to the fact that the PCF module is much more
complex than that in the encoder. As well, the shared BSC be-
tween encoder and decoder also saves 121K logic gates. With
the above sharing methods, the resulting logic gates of the codec
are 136% (118%) larger than those of the encoder (decoder).
The silicon area is reduced by 40% compared to the indepen-
dent encoder and decoder.

E. Comparison

The comparisons with the previous works are summarized in
Table III. The works of ADI and Sanyo use off-chip tile memory.
Therefore, the tile size can be up to 4096. Amphion’s work uses
on-chip tile memory but tile size is only 128 128 since larger
tile size cost too much silicon area. For the coding switches,
Sanyo uses two bit-plane parallel architecture for the EBC to
achieve the listed throughput. Therefore, it only supports par-
allel coding mode.

It is hard to compare various works since coding parameters
are different from each other. However, we use a performance
index (PI), defined as throughput per unit area at 1 MHz, to make
a comparison for the existing works. The PI is not to justify
which design is superior to the others, but to provide an evalua-
tive method for reference. The PI is a good index to know how
efficient a design uses area. The higher PI means higher area ef-
ficiency. The PI of this chip is 0.148 ( ). The es-
timated area of the JPEG 2000 encoder/decoder core in [23] and
[24] is 13/6.5 mm . Therefore, the PI for the encoder/decoder
is 0.100/0.100 ( ). Hence, this
codec is 1.48 times more area-efficient than both the encoder

and decoder in [23] and [24]. Moreover, the SDRAM bandwidth
of this chip is 280 MB/s less than that of [23] and [24]. For [8],
the codec functions are implemented on a unified hardware to
achieve 60 MS/s and 20 MS/s for encoder and decoder, respec-
tively. The resulting PI for encoding/decoding is 0.066/0.022
( ). As can be seen, the area ef-
ficiency of our chip is higher than other works by at least 1.48
times. Also, our chip has lower SDRAM bandwidth than others
under the comparison of the same specification since there is no
coefficients transmission to or from SDRAM in this chip.

VII. CONCLUSION

In this design, a JPEG 2000 single chip codec is presented.
Both encoding and decoding functions achieve 124 MS/s data
rate. The level-switched scheduling reduces 175 kB on-chip
memory for the architectures using on-chip tile memory, and
310 MB/s SDRAM bandwidth for the architectures using
off-chip tile memory. It matches the dataflow and throughput
of the LS-DWT and the CS-EBC to eliminate tile memory. The
word-level CS-EBC guarantees one coefficient encoding/de-
coding per cycle by use of developed parallel context formation
and four-symbol arithmetic coder. Two hardware sharing tech-
niques reduce silicon area by 40% compared to the independent
encoder and decoder. First, the memory in the LS-DWT and
CS-EBC is 100% shared between the encoder and the decoder.
Second, filter core with multiplexed coefficients and reconfig-
urable arithmetic coder save 489K logic gates. The experimental
results show this chip is high performance, low off-chip memory
bandwidth, and low on-chip memory requirement.
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